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Multiplicative Weights Reductions



Multiplicatureweights

setup Have n experts each giving you advice each day
At the endof the day youfind out howrightthey
were each expert il on day t has a loss file E

O I A lower loss means the expert gave good
advice

expert day 1 day 2 day T
am pm am pm am pm

1 A 0.5 B 0.6 fat
r2 B 0.3 A 0.2 fz

3 A 0.5 L 0.4 f t

D A F O I ftn

f r r r g r
opinion loss opinion loss opinion loss

cfi

forexpert i on dayt

Total loss ft fIce sumof the lossof the expertyou
choseeachday couldbe different

eachday over all days

Wewant to minimize total loss



Best we can do is minimize regret how different

our choices were than the experts whomade the

best decisions overall

can only know regret in hindsight but it is

still effective as a metric

Regret Ig fifa i f n
Ete fi

p 9
Our totalloss Lossof the bestexpert

Note9 If we don'tchoose our expert probabalistically choose

a fixed experteach day or according to a fixedpattern
it is always possible to adversarially copeupwith

losses that result in horrible total loss

Example Take the majority opinioneach day

y we assign a lossof 1 to the majority experts and
0 to minority experts then our regret will be T

very bad

We defeat adversarial lossesby using randomness
we assign each expert a trust value x for
each day and choose expert i withprobability

x it forday t
n

note E xit I
i D



new regret If Eexit fit iniff n Ete fi
g 9

Expected total
Deterministic

loss lossof best
expert

note 2 why can't we minimize loss with respect to the
best expert for each day rather than the
best expert overall



Mwu multiplicative weight updated algorithm

High level idea If an expert makes a mistake trust
them less but don't shut them out entirely
The bigger the mistake the less you trust them
in future days

given a parameter E E fo a

each expert ihas a weight wit for day t

On day 0 all weights with I

For each day
Choose an expert
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Note: Your TA probably will not cover all the problems. This is totally fine, the discussion worksheets
are not designed to be finished in an hour. They are deliberately made long so they can serve as a
resource you can use to practice, reinforce, and build upon concepts discussed in lecture, readings,
and the homework.

1 Multiplicative Weights Intro

Multiplicative Weights
This is an online algorithm, in which you take into account the advice of n experts. Every day
you get more information on how good every expert is until the last day T .

Let’s first define some terminology:

x(t)
i = proportion that you ’trust’ expert i on day t

l(t)i = loss you would incur on day i if you invested everything into expert i

total regret: RT =
PT

t=1

Pn
i=1 x

(t)
i l(t)i � min

i=1,...,n

PT
t=1 l

(t)
i

8i 2 [1, n] and 8t 2 [1, T ], the multiplicative update is as follows:

w(0)
i = 1

w(t)
i = w(t�1)

i (1� ✏)l
(t�1)
i

x(t)
i =

w(t)
iPn

i=1 w
(t)
i

If ✏ 2 (0, 1/2], and l(t)i 2 [0, 1], we get the following bound on total regret:

RT  ✏T +
ln(n)

✏

Let’s play around with some of these questions. For this problem, we will be running the randomized
multiplicative weights algorithm with two experts. Consider every subpart of this problem distinct
from the others.

(a) Let’s say we believe the best expert will have cost 20, we run the algorithm for 100 days, and
epsilon is 1

2 . What is the maximum value that the total loss incurred by the algorithm can be?

(b) What value of ✏ should we choose to minimize the total regret, given that we run the algorithm
for 25 days?

(c) We run the randomized multiplicative weights algorithm with two experts. In all of the first 140
days, Expert 1 has cost 0 and Expert 2 has cost 1. If we chose ✏ = 0.01, on the 141st day with
what probability will we play Expert 1? (Hint: You can assume that 0.9970 = 1

2 )

2 Multiplicative Weights

Consider the following simplified map of Berkeley. Due to tra�c, the time it takes to traverse a given
path can change each day. Specifically, the length of each edge in the network is a number between
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[0, 1] that changes each day. The travel time for a path on a given day is the sum of the edges along
the path.

00 10 20

01 11 21

02 12 22

For T days, both Max and Vinay drive from node 00 to node 22.
To cope with the unpredictability of tra�c, Vinay builds a time machine and travels forward in

time to determine the tra�c on each edge on every day. Using this information, Vinay picks the path
that has the smallest total travel time over T days, and uses the same path each day.

Max wants to use the multiplicative weights update algorithm to pick a path each day. In partic-
ular, Max wants to ensure that the di↵erence between his expected total travel time over T days and
Vinay’s total travel time is at most T/10000. Assume that Max finds out the lengths of all the edges
in the network, even those he did not drive on, at the end of each day.

(a) How many experts should Max use in the multiplicative weights algorithm?

(b) What are the experts?

(c) Given the weights maintained by the algorithm, how does Max pick a route on any given day?

(d) The regret bound for multiplicative weights is as follows:

Theorem. Assuming that all losses for the n experts are in the range [0, 4], the worst possible
regret of the multiplicative weights algorithm run for T steps is

RT  8
p
T lnn

Use the regret bound to show that expected total travel time of Max is not more than T/10000
worse than that of Vinay for large enough T .

Reduction: Suppose we have an algorithm to solve problem A, how to use it to solve problem
B?

This has been and will continue to be a recurring theme of the class. Examples so far include

Use SCC to solve 2SAT.

Use LP to solve max flow.

Use max flow to solve mincut.

Use max flow to solve maximum bipartite matching.

In each case, we would transform the instance of problem B we want to solve into an instance
of problem A that we can solve. Importantly, the transformation is e�cient, say, in polynomial
time.
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Conceptually, a e�cient reduction means that problem B is no harder than A. On the other
hand, if we somehow know that B cannot be solved e�ciently, we cannot hope that A can be
solved e�ciently.

To show that the reduction works, you need to prove (1) if there is a solution for an instance
of problem A, there must be a solution to the transformed instance of problem B and (2) if there
is a solution to the transformed instance of B, there must be a solution in the corresponding
instance of problem A.

3 Vertex Cover to Set Cover

In the minimum vertex cover problem, we are given an undirected unweighted graph G = (V,E) and
asked to find the smallest set U ✓ V that “covers” the set of edges E. In other words, we want to
find the smallest set U such that for each (u, v) 2 E, either u or v is in U .

Now recall the definition of the minimum set cover problem: Given a set U of elements and a
collection S1, . . . , Sm of subsets of U , the problem asks for the smallest collection of these sets
whose union equals U .

Give an e�cient reduction from the minimum vertex cover problem to the minimum set cover
problem.

4 Maximum Spanning Tree

In this class, we have been talking about minimum spanning tree. What about maximum spanning
tree? Can you use the minimum spanning tree algorithms we learned, Prim’s and Kruskal’s, as
blackbox to find maximum spanning tree? Assume the graph is undirected and with positive edge
weights.
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Last time:

zero - sum games

row player and column player can be associated to dual LPs

value of the game is the optimum valve of these LPs

(an example of duality)

Today :

experts problem
multiplicative weight updates



N experts ( people whose advice you take or not)

T days ( may or may not be known a priori )

Each day te ET ] , you choose an expert ittle In] (according to some told,
and incur a loss fate, C- [0,1] . ( Losses are bounded . )

th(

you chose to
"

follow
"
the prediction of expert itt) an incurred a corresponding loss

expert day 1 day 2 days . . . day T
am pm am pm am pm am pm

i fi fi fi . . . fit a day's losses are
2 fi fi fi . . . fi adversarially set
3 fi fi fi . . . fi at beginning of day
: : : : . . . : but revealed after our choice

n fn
'

fi fi . . . fi

(pl:b:b! c) choices: im ily im its bag total loss -_2 fife,
( it is a random variable

Ex : select stocks based on opinions of n other people if the choices are probabilistic)

GOAL: minimize ( expected ) total loss



Observation : all experts could be idiots so we cannot expect to design
a selection strategy that always achieves small total loss

We refine the goal as follows :

minimize the I expected) regret R = Eff 2- It , file, ) ) - timeif, II fit)
( across all adversarial losses ) F

no need to consider a
That is

,
we minimize the total loss Wrt best expert in hindsight . distribution here be

there is a best expert

•• Why not minimize Eff Eet , fin, ) ) - ( EE, imif, fit) ?

A : We cannot hope for a selection strategy that competes with each day 's best expert .

For each t
,
a loss o for expert with least probability on day td versaridly set { loss , for an other experts

this gives Eff Eet , fit, ) ) = II Iit pit fit > II l 'n) = Tf - T } difference is

largest value for the NI . T-2¥
, ifif, fit = ,

0 = 0
smallest probability ( it's large)



Q : how to pick expert each day ? temporary simplification : binary losses fit e fo , 13
right wrong

try: always pick expert I lift -- I ft , regardless of losses)
I 2 - - - T

the losses could be l l l - - - I which leads to R >T
Z O O . . . O
'

: : :
:
. i

n O O - in 0

Try #2 : choose majority opinion (this is well - defined for binary predictions)
I 2 - - - T

the losses could be i o o - - - o which leads to R >T
Z l l . - . I

÷ : :
i

.
. i

n l l . - - I

Try #3 : choose expert at random ( intuition is to use randomness to defeat adversarial losses)

the (expected regret ) is [ Fi :-. Ee fit ]

EI Kii 's fit) - ftp.ifn, II fit) -- Ei! h
' Fi. - ninian,Fi s ng .T

average minimum

The upper bound is tight leg . I = O, E --T. . . . , Fn --Tas for the bad weights in Try # 2)



Try #4 : choose best expert so far ( intuition is to take the past into account
[S break ties lexicographically] Eat While losses can be adversarially chosen so that

But can still arrange losses so that every day 's best expert so far does poorly ,
this makes experts overall worse , I

-educing regret .
total loss = T

best expert's loss = In
} R = NI -T ( still large )

Hete is the example with n=3 :

day 1 day 2 day 3 day 4 . . .

expert am pm tot am pm tot am pm tot am pm tot

I 1 I 0 I 0 I 1 2

2 O O I 1 O 1 O 1

3 O O O O 1 1 O 1

choices : I 2 3 I . . .

The chosen expert has loss 1 each day =D total loss is T .

Each expert has less I once every n days , and loss o all other days ⇒ best expert 's loss
is In .

Note : the example can be tweaked to avoid abusing the tie- breaking rule
by relying on fractional losses



Try #5 : choose expert according to a weighted majority (this is well - defined for binary predictions)

Fix a parameter E .

• initialization : set weights wi, wi . . . . ,wi he 1
• expert choice at time t :

Eta = { i t expert i predicts A on am of day t }

Ebt -- E i 1 expert i predicts B on am of day t )

if E ie eat Wit 7 Iie Ept wit then predict A ; else predict B

• update : Witt ' : = Wit . ( I -e)
fit

therm : V-E > o
,
WM le) achieves the following guarantee

⇐I fit,) e 211 tailfin, Etta fit)t2h

The theorem gives a multiplicative guarantee .
But we can do even better !



( uses past lossesMULTIPLICATIVE WEIGHT UPDATES and randomness) # in some references the update is

Witt ' : = Wit . ( t - e,fit
Fix a parameter E . for which a similar analysis applies
• initialization : set weights wi, wi . . . . ,wi he 1
• expert choice at time t : choose it En] w -p . pit : = fit

Zjn, Wjt
• update : Witt ' :-. Wit . l l - e fit )

④

theorem tf EE ( o
, I ] MWUCE ) achieves the following (expected ) regret : it losses are in cabs

then the bound becomes

(ETI Cpt. ft) - ftp.iyn, I fit ) e e .T +
Inch,

lb-a' ' letthee )
- by te- scaling
E

• The guarantee is better than an approx factor of ez be less of best expert could grow with T.

• The regret per day tends to E toll ) as T→ A
.

• If we know T in advance then we can set E = VININVTT so that Rf 2VTINCNT
,

and the regret per day is 2Vlnf , which tends to o very quickly .



Proof is based on the potential function oIt:= Ei! , wit Two inequalities :

⑨ I -X f e
- ×

① claim IT ⇐ n . e
- EEE Spt, ft >

a

tot" = Iii
.
Witt ' = Ii

,
w! .li - Eff ) "'¥
-

= II ( pit Et ) - ( t - Eff ) = Et Iii . pit . ft - e fit) i - x

⑥ I -x > e
-× -" for xetz

= tot . ( pit - E pit fit )

= It . ( t - E Cpt ,ft>D By Taylor expansion :

if there is an expected loss In ( t -x) = - x - XI -GI . - -
← It e-Ecptift? then the potential drops accordingly > -X - XZ for XE I

Hence It's OI
.

HII e- Esptsft>= n . e
- e II Spt, ft >

if there is a good expert
② daeh tie [n] OIT , e - EEE ,

fit - E' Et (fit" then ET cannot be too small

Etz wit -- III ( refit) > III e-
Efit- e'Hit?

e

-
E fit - E I Hitt



Proof is based on the potential function oIt:= Ei? , wit analysis holds even if losses

ft. If een, are adversarially chosen

① claim IoT f n . e- E 2¥ SPY ft ? based on prior losses f
'

. .
. .

,
ft"

,

prior choices ill, . .. . itt- D ,
and

② daeh tie [n]
,
QIT > e - EEE '

fit - E' 2¥ (fit"
selection probabilities ( all we need is

that ft is indep of randomness to choose it))

combining ① and ② we get that tie-in] :

n . e
- e II, Spt, ft >

> oft> e - EEE .
fit - E' Et Hit"

y take Inc . )
H1n1 - EE pt, ft > Z - E2fit - e- I Hits'

" htt EEE Hitt > e ( get ept, ft, - get fit ,
I shuffle terms

As the inequality holds fifth] we deduce that :

In Cry t EEE I fit )
'

> E ( Eet Cpt, ft> - min 2-II fit ) = E. R
ieEn]

As losses are bounded in [0,17 we have II HitYET . Hence

lncnl test > ER =D R E E . T t Intent


